CONCURRENT ATOMISTIC-CONTINUUM MODEL FOR DEVELOPING SELF-CONSISTENT ELASTIC CONSTITUTIVE MODELING OF CRYSTALLINE SOLIDS WITH CRACKS
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Damage of materials inherently involves coupling of deformation and failure mechanisms at multiple length and time scales. This paper develops self-consistent elastic constitutive relations of crystalline materials containing atomistic scale cracks, from observations made in a concurrent multi-scale simulation system coupling atomistic and continuum domain models. The self-consistent constitutive model incorporates both nonlinearity and nonlocality to account for atomic level interactions and deformation mechanisms, especially near crack tips. Atomistic modeling in the concurrent model is done using molecular dynamics (MD), while the continuum modeling is done using a crystal elasticity finite element (FE) analysis code. The atomistic–continuum coupling is achieved by enforcing geometric compatibility and force equilibrium in an interface region. The constitutive model is calibrated by comparing with the results of MD predictions in the concurrent model. For validation, the crack tip stress field is investigated using both the coupled concurrent model and a FE model with the constitutive law. The self-consistent model exhibits excellent accuracy and enhanced efficiency in comparison with pure MD and concurrent model results.

KEY WORDS: self-consistent elastic model, concurrent atomistic-continuum coupling, crack tip field, molecular dynamics, finite element analysis

1. INTRODUCTION

Damage of metals and alloys inherently involves coupling of various deformation and failure mechanisms at multiple length and time scales. They include atomic-scale bond-breaking, sub-micrometer-scale defects and dislocation activities, micrometer-scale intra- and transgranular cracks in grains and grain boundaries, and macro-scale fracture zones in structural components. While computational modeling of deformation in polycrystalline materials is making major strides in predicting stress–strain behavior with reasonable accuracy, failure, fatigue, and ductility predictions are still far from mature. A significant bottleneck with simulations leading to failure prediction is because the crack growth phenomenon in crystalline alloys is not adequately understood or characterized. A majority of simulations that attempt to model cracking in polycrystalline materials incorporate cohesive zone models (CZM) with experimentally fitted parameters. Cohesive zone models (Ortiz and Pandolfi, 1999; Roe and Siegmund, 2003) interpret fracture as a gradual process, where the separation between material surfaces is resisted by cohesive tractions. Numerical models in Columbus and Grujicic (2001) and Grujicic et al. (2003) have used the CZM alongside crystal plasticity models to simulate crack opening and tip behavior. Their CZM potentials have been determined through the use of molecular statics simulations of the interface decohesion. While CZM models enjoy the ease of numerical implementation, these laws in some cases lack appropriate representation of deformation and other mechanisms near the crack tip that govern crack growth. There is a need to create a framework for coupling continuum scale deformation with atomic-scale crack evolution in a suitable description that can be used in continuum modeling of crack growth.
Atomistic simulations using molecular dynamics (MD) has been widely used to simulate crack growth, e.g., in Abraham et al. (1997); Farrissey et al. (2000); Gumbsch (1995); Shimomura et al. (2003); Yamakov et al. (2006); Zhang and Ghosh (2013); Zhou et al. (1998); Zhu et al. (2004). These studies have provided insights on deformation mechanisms associated with crack propagation. A 320 billion atom simulation, using the Lennard-Jones (L-J) two-body potential has been realized on the BlueGene/L in Kadau et al. (2006) reaching the micrometer length scales. A 35 million atom system has been studied in Zhou et al. (1998) for ductile fracture in copper using the EAM potential that exhibits the emission of dislocation loops from the crack tip. Despite advances in parallel computing, MD simulation of crack propagation in systems corresponding to continuum length and time scales still remains a challenge. This prompts the need for continuum models of crack evolution conforming to observations from atomistic simulations. One of the earliest attempts to develop a cohesive model using MD for interface separation was in Spearot et al. (2004) for a copper bi-crystal with interface under normal and shear loading. Cohesive zone relations have been extracted for brittle cracks from atomic interaction potential in Zhou et al. (2008), whereas simple virial stress–strain relations have been used to obtain traction–displacement relationships for aluminum bi-crystal interfaces in Yamakov et al. (2006, 2008).

Tracking individual atoms in the atomistic systems puts severe constraints on both spatial and temporal scales in MD simulations. This is compounded by non-physical boundary conditions, e.g., periodic boundary conditions for atomic representative volumes containing cracks. Hierarchical upscaling is a common approach to conduct larger scale simulations, where homogenized constitutive relations may be derived from MD simulations. Concurrent, coupled atomistic–continuum models combine the lower scale (MD) and higher scale (continuum) description in a single framework, and let the two systems evolve simultaneously with force balancing and compatibility conditions enforced at the interface. This physically represents spatially larger systems and hence helps overcoming the limitations of pure atomistic simulations. Various concurrent multi-scale models coupling atomistic and continuum systems have been developed by research groups. They include the finite element-atomic (FEAt) (Kohlhoff et al., 1991), quasi-continuum (QC) (Miller et al., 1998; Tadmor, 1996), bridging scale methods (BSM) (Wagner and Liu, 2003), bridging domain (BD) (Xiao and Belytschko, 2004), coupled atomistic and discrete dislocation (CADD) (Warner et al., 2007), atomistic-to-continuum (ATC) (Badia et al., 2007, 2008), embedded statistical coupling method (ESCM) (Saether et al., 2009), coarse-grained atomistic models (CAC) (Xiong et al., 2012) and multi-resolution molecular mechanics (MMM) by Yang and To (2015). Fish et al. (2007) and Fish and Chen (2004) have developed concurrent atomistic to continuum coupling approaches based on multigrid principles for solving large molecular statics and molecular dynamics systems. Their work incorporates fine-scale features in atomistic domains with continuum model for macroscale deformation along with an interphase sub-domain. The common goal of these concurrent models is to yield results similar to the full atomistic simulations with significantly less computational cost. These models have several concerns stemming from error in the interphase region, ghost force correction, implementation of finite temperature conditions, etc. In Miller and Tadmor (2009), the authors have carefully reviewed various coupling methods and compared the computational efficiency and accuracy. For metals, coupled atomistic–continuum models have been used to study grain boundary dislocation activity in Dewald and Curtin (2007), competing dislocation nucleation and crack propagation in Yamakov et al. (2014), nano-indentation in Picu (2000), traction–displacement relationships at crack tip in Xu et al. (2016); Yamakov et al. (2008). While substantial progress has been made with respect to understanding the crack tip processes by these concurrent models, certain challenges still remain. Most coupled models only deal with zero-temperature systems, while finite temperature systems under constant strain-rate loading are essential to capture the temperature and strain-rate effects for critical events. Another is the effect of non-linearity and non-locality on crack tip stress field that is not well characterized. Both issues are important for obtaining accurate crack evolution and associated deformation mechanisms using the concurrent atomistic–continuum model.

The goal of this paper is to develop a concurrent multi-scale simulation system, coupling atomistic and continuum domain models with the intent of using it to generate a self-consistent, physics-based elastic constitutive relation for a cracked crystalline material. The coupled concurrent model has a finite-temperature feature and is suitable for constant strain-rate loading. Numerical issues such as ghost-forces, phonon reflection, and consistency between atomic interaction and continuum constitutive relation are carefully treated to minimize error in the interface between the disparate domains. The finite-temperature concurrent multi-scale system embeds an atomistic domain with a crack in an elastic continuum domain for crystalline solids, for which self-consistent constitutive relations are
determined. Atomistic simulations are conducted by molecular dynamics or MD, while the continuum scale analyses are conducted by the finite element (FE) method. The interface handshake domain is intended to satisfy conditions of geometric compatibility and force equilibrium between the two disparate domains. A self-consistent homogenization process is conducted to hierarchically derive a nonlinear, nonlocal elastic constitutive model from the concurrent model simulations. Parameters in the self-consistent constitutive model are calibrated from results of simulations with the coupled concurrent system. This constitutive model is validated by comparing crack tip fields obtained by FE simulations of the continuum domain with those in the atomistic domain of the concurrent model.

The overall focus of the model is on systems subjected to quasi-static loading, i.e., systems with negligible inertia effect. For continuum systems this implies that inertia is neglected when analyzing deformation and stresses under incremental loading. For the atomistic system however, finite-temperature MD simulations are needed to capture thermally activated crack tip processes like crack propagation and dislocation emission in crystalline materials which are temperature- and strain-rate-dependent. To establish compatibility and traction reciprocity with quasi-static continuum simulations, equilibrated atomistic configurations corresponding to time-averaged trajectories of atomic fluctuation are implemented in the concurrent model. This procedure overcomes the need to implement a fully dynamic coupled model, which poses difficulties in time scaling and may yield spurious interfacial modes. For example, the minimum wavelength for stability conditions in a continuum FE mesh can give rise to spurious effects like wave reflection with artificial heating in the handshake region, as well as other forms of numerical instability (Junge et al., 2015).

The paper starts with a formulation of the concurrent model for coupling atomistic–continuum simulations in Section 2. Section 3 discusses the numerical implementation steps and algorithms, including efficient solution with sub-stepping, ghost force correction, temperature control, and phonon absorption. A self-consistent constitutive model is developed using the coupled concurrent model in Section 4. This model is used to study crack propagation and dislocation activity in single-crystal nickel in Section 5. The paper ends with a summary in Section 6.

### 2. A CONCURRENT FRAMEWORK FOR COUPLED ATOMISTIC–CONTINUUM SIMULATIONS

A concurrent simulation framework, coupling molecular dynamics (MD) and finite element (FE) continuum elasticity models for crystalline solids under quasi-static loading, is developed in this section. MD simulations are carried out efficiently by the parallel Large-scale Atomic/Molecular Massively Parallel Simulator or LAMMPS (Plimpton, 1995), while the FE simulations are conducted by codes developed in the Ghosh group.

#### 2.1 Domain Partitioning and System Setup

As shown in Fig. 1, the computational domain is divided into three sub-domains of concurrent simulations. These include the atomistic domain $\Omega_A$ of MD simulations, the continuum domain $\Omega_C$ of FE simulations, and an interfacial handshake domain $\Omega_I$ of compatibility constraints between MD and FE simulations. The FEM model for the continuum domain $\Omega_C$ assumes quasi-static conditions with inertia effects neglected. The constitutive model in $\Omega_C$ is developed from self-consistent homogenization with the atomistic model.

Two types of models have been proposed for coupling atomistic and continuum simulations. These are the energy-based and force-based coupled models. The energy forms for pure atomistic and continuum regions are well defined, and the difference emanates from the interface region treatment in the coupled models. The energy-based formulation admits an additive decomposition of total energy functional for the coupled system (for static problems) or the Hamiltonian (for dynamic problems) into respective energy functionals for each subdomain. Minimization of these energy functionals correspond to the static or dynamic equilibrium conditions. While the energy approach provides a mathematically clean description, a difficulty is with finding the appropriate energy functional that eliminates ghost forces arising from the non-local atomic interactions. The force-based formulation has to deal with a local problem of constructing constraint forces on each degree of freedom, and solving the force equilibrium problem (Newton’s equations). This approach generally results in a better control over spurious ghost forces, and yields more accurate forces in the interfacial domain. However, since the latter formulation does not define an energy functional, convergence toward an equilibrium configuration can be slow. Special attention is required to guarantee that the equilibrium
solution is stable. The present work implements a force-based coupling method for a better representation of the ghost forces and geometric compatibility.

The interface handshake region \( \Omega_I = \Omega_A \cap \Omega_C \), where both the continuum and atomistic models overlap, couples the sub-domains \( \Omega_A \) and \( \Omega_C \). Following coupling methods in Saether et al. (2009), \( \Omega_I \) comprises a layer of finite elements with nodes characterized as interface nodes, and a band of underlying interface atoms. Each interface node in the FE model is associated with a cluster of interface atoms, assigned using a 3D Voronoi tessellation method (Ghosh, 2011). In this process, the Voronoi cell associated with an interface node \( i \) contains all interface atoms \( \alpha \), for which the distance \( r_{\alpha}^p \leq r_{\beta}^p \) \( \forall \alpha \neq \beta \), where \( r_{\alpha}^p \) is the distance between the node \( \alpha \) and atom \( p \). Compatibility conditions are enforced between each interface node in the FE model and the cluster of interfacial atoms. In this approach, spatially averaged displacements of interface atoms are equated to the displacement fields of the interface node to implement the atom-node compatibility condition in a weak sense. This results in a weak satisfaction of the force equilibrium condition between the atomistic and continuum models, as discussed in Section 2.2. A single layer of FE nodes in the interfacial region is considered in this paper to facilitate surface coupling. Alternate strategies of volumetric coupling have been pursued for the interface region with gradual blending of either force or energy fields in Xiao and Belytschko (2004) and Badia et al. (2007). The equilibrium solutions of the surface and volumetric approaches have been compared in Davydov et al. (2014) for a uniform plate and a plate with center hole. Results infer that while similar accuracy is obtained in comparison with analytical solutions, the surface coupling is easier to implement and computationally more efficient.

2.2 Governing Equations

An incremental formulation is adopted to account for the solution of the quasi-static continuum problem involving non-linear material constitutive relations. In the following, indices \( \alpha, \beta \) will be used to denote finite element nodes, indices \( p, q \) to identify atoms, and index \( i \) for the coordinate axes. The incremental energy functional, corresponding to a load increment from the previous equilibrated configuration, is given as the sum of contributions from the atomistic, continuum, and interface regions as

\[
\Delta \Pi_{tot} = \Delta \Pi_C + \Delta \Pi_A + \Delta \Pi_I
\]  

where the right-hand side (RHS) corresponds to contributions from respective domains. Since inertia is neglected for the continuum FE analysis and the atomic motion due to thermal fluctuation is time-averaged in the coupling, the kinetic energy contribution to the overall Lagrangian is neglected. Correspondingly, the equilibrium state for the quasi-static problem is obtained by minimizing the total potential energy functional in Eq. (1). The contributions from
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**FIG. 1:** Schematic of the partitioned computational domain, showing models for the MD, continuum, and interface regions.
the continuum domain \( \Omega_C \) is given as:

\[
\Delta \Pi_C = \int_{\Omega_C} \sigma : \Delta \varepsilon \, dV - \int_{\partial \Omega_C} t : \Delta u^C \, dA = \{f_{C\text{int}} - f_{C\text{ext}}\} : \{\Delta u^C\}
\]  

(2)

The first term on the RHS corresponds to the incremental strain energy of the continuum in \( \Omega_C \), with \( \sigma \) and \( \Delta \varepsilon \) corresponding to the Cauchy stress and incremental infinitesimal strain tensors, respectively. The load vector \( t \) in the work potential denotes the traction applied on the boundary of the domain \( \partial \Omega_C \). The internal force vector \( \{f_{C\text{int}}\} = \bigcup_{\alpha \in \Omega_C} f_{C\text{int}}^\alpha \) is the union of force vectors at every node \( \alpha \) of the FE mesh in \( \partial \Omega_C \). It is evaluated by taking the derivative of the discretized form of the FE strain energy with respect to nodal degrees of freedom \( \Delta u^C \). The external force vector \( \{f_{C\text{ext}}\} \) on all boundary nodes of the FE mesh is computed from the applied traction on the boundary \( \partial \Omega_C \).

The contributions from the atomistic domain \( \Omega_A \) is

\[
\Delta \Pi_A = \sum_{p \in \Omega_A} \Delta \Phi_p(\vec{r}) - \sum_{p \in \Omega_A} f_{A\text{ext}}^p \cdot \Delta \bar{r}_p
\]  

(3)

where \( \Delta \Phi_p(\vec{r}) \) is the incremental energy of an atom \( p \) given by inter-atomic potential as function of position vector of all atoms \( \vec{r} \). An example is the multi-body potential function described by the embedded-atom method or EAM (Mishin et al., 1999), which is appropriate for most transition metal systems. The term \( f_{A\text{ext}}^p \) denotes the external forces applied on the atom \( p \) from external sources and \( \Delta \bar{r}_p \) is the position vector increment of the atom \( p \), and the summation is over all atoms in \( \Omega_A \). The relation between the displacement vector \( \bar{r}_p \) of atom \( p \) and its time-averaged value \( \bar{r}_p \) is given as:

\[
\bar{r}_p(t) = \frac{1}{N} \sum_{j=0}^{N-1} r_p(t - j \cdot \Delta t_{md})
\]  

(4)

where \( t \) is the time, \( r_p(\tau) \) is the position vector of an atom \( p \) at time \( \tau \), \( \Delta t_{md} \) is the uniform time step taken in the \( N \) sampling time-integration steps for MD simulations. \( N \Delta t_{md} \) should be chosen larger than the period \( T \) of thermal vibration of the atomistic system such that the average does reflect the displacement due to mechanical loading. In this paper, \( T \) is set to be 1 ps with \( N = 500 \) and \( \Delta t_{md} = 2 \) fs.

Finally the contribution from interfacial handshake domain \( \Omega_I \) is obtained from the constraint compatibility condition using Lagrange multipliers, as

\[
\Delta \Pi_I = \sum_{\beta \in \Omega_I} \lambda_\beta \cdot C_\beta
\]  

(5)

where \( \lambda_\beta = \{\lambda^1_\beta, \lambda^2_\beta, \lambda^3_\beta\} \) is the array of Lagrange multipliers for the constraint function \( C_\beta = \{C^1_\beta, C^2_\beta, C^3_\beta\} \) at an interface node \( \beta \). The constraint function \( C_\beta \) describes the geometry compatibility of a interface node \( \beta \) in \( \Omega_I \), where the average displacement of atoms inside the Voronoi cell \( G_\beta \) equals the displacement of that node. For an incremental displacement, the relation is given as

\[
C_\beta(\Delta u^C, \Delta u^A) = \Delta u^C_\beta - \sum_{p \in G_\beta} w_p \cdot \Delta u^A_p = 0 \quad \forall \beta \in \Omega_I
\]  

(6)

where \( u_p = r_p - r^0_p \) is the displacement vector of atom \( p \), \( w_p \) is a weighting function for atom \( p \in G_\beta \) with \( \sum_{p \in G_\beta} w_p = 1 \), and \( u_\beta \) is the displacement vector of interface node \( \beta \). The superscripts \( C \) and \( A \) will be dropped in the subsequent discussions as their association with the node number \( \beta \) or the atom number \( p \) automatically designate their domain. For coupling finite-temperature atomistic simulations with quasi-static continuum simulations, a time-averaged displacement vector \( \bar{u}_p \), corresponding to the atomic position vector defined in Eq. (4), is used. The corresponding compatibility condition is expressed as

\[
\Delta u_\beta(t) = \sum_{p \in G_\beta} w_p \cdot \Delta \bar{u}_p(t) = \sum_{p \in G_\beta} w_p \cdot \frac{1}{N} \left[ \sum_{j=0}^{N-1} \Delta u_p(t - j \cdot \Delta t_{md}) \right]
\]  

(7)
The equilibrium condition of the coupled system is realized by setting the first variation of the energy functional Eq. (1) to zero, i.e., $\delta (\Delta \Pi_{\text{tot}}) = 0$. Substituting Eqs. (2), (3), (5), and (6) in Eq. (1), this condition is derived for nodal points in the continuum FE domain and atoms in the MD domain for directions $i = 1, 2, 3$ as

$$\frac{\partial \Delta \Pi_{\text{tot}}}{\partial \Delta u^i_\alpha} = f^i_\alpha = \begin{cases} (f^i_\alpha)_{\text{int}} - (f^i_\alpha)_{\text{ext}} + \lambda^i_\alpha & \text{for node } \alpha \in \Omega_I \\ (f^i_\alpha)_{\text{int}} - (f^i_\alpha)_{\text{ext}} & \text{for node } \alpha \in \Omega_C \setminus \Omega_I \end{cases} = 0 \quad (8a)$$

$$\frac{\partial \Delta \Pi_{\text{tot}}}{\partial \Delta \bar{r}^i_p} = f^i_p = \begin{cases} \frac{\partial \Delta \Phi(r)}{\partial \Delta \bar{u}^i_p} - (f^i_p)_{\text{ext}} - w_p \lambda^i_\alpha & \text{for atom } p \in G_\alpha \in \Omega_I \Rightarrow 0 \\ \frac{\partial \Delta \Phi(r)}{\partial \Delta \bar{u}^i_p} - (f^i_p)_{\text{ext}} & \text{for atom } p \in \Omega_A \setminus \Omega_I \end{cases} = 0 \quad (8b)$$

where $G_\alpha$ is the Voronoi cell domain associated with finite element node $\alpha$. In Eq. (8a) the total conjugate force component $f^i_\alpha$ at a node $\alpha$ is from contributions due to strain energy $(f^i_\alpha)_{\text{int}}$, external forces $(f^i_\alpha)_{\text{ext}}$, and Lagrange multipliers $\lambda^i_\alpha$ representing reaction force on node $\alpha$ from the atomistic system due to compatibility constraint. For the atomistic domain, $f^i_p$ is the time-averaged conjugate force component on an atom $p$ in its time-averaged position $\bar{r}^i_p$. It comprises the inter-atomic force component $(\partial \Delta \Phi(r))/(\partial \Delta \bar{u}^i_p)$, external forces $(f^i_p)_{\text{ext}}$, and the constraint force contribution to individual atoms $w_p \lambda^i_\alpha$, where $w_p$ is a weighting function, such that

$$(\lambda^i_\alpha)^C + \left( \sum_{p \in \Omega} w_p \lambda^i_\alpha \right)^A = 0 \quad (9)$$

The compatibility constraint between atomistic and continuum models in the handshake region, represented by Eqs. (6) and (9), is satisfied in a weak sense by spatial averaging in this model. Hence, it will have local errors in the displacement and stress fields for atoms in $\Omega_I$. The error is however expected to decay significantly with increasing distances from the interface region into $\Omega_C$ or $\Omega_A$, where deformation mechanisms are operative.

The MD equations in the domain $\Omega_A$ needed for solving the coupled Eqs. (8) yielding thermal fluctuations of atoms are given by

$$m_p \ddot{u}_p = f_p \quad (10)$$

where $m_p$ is the mass of an atom $p$ with an applied force $f_p$. To maintain the temperature of the system and absorb elastic waves, temperature control is applied through Langevin dynamics on the atoms in the interface region $\Omega_I$. The NVE ensemble is used for the pure atomistic domain $\Omega_A$, with additional random force plus damping applied. Thus the forces on the interior atoms remain unchanged, while the forces on interface atoms are given as

$$f_p = f^0_p - \gamma m_p \dot{r}_p + \sqrt{2\gamma \theta \gamma_0} \delta(m) R(t) \quad \forall p \in \Omega_I \quad (11)$$

where $m_p$ is the mass, $f^0_p = -\nabla^\mu_\Phi + w_p \lambda^i_\alpha + f^0_\alpha_{\text{ext}}$ is the initial force as given by Eq. (8b), $k_B$ is the Boltzmann constant, $\theta$ is the target temperature, $\gamma(r)$ is the damping coefficient as function of atomic position, and $R(t)$ is a delta-correlated stationary Gaussian process with zero-mean value. The damping strategy is “stadium” damping or “ramped” damping introduced first in Holian et al. (1995) and also discussed in Qu et al. (2005), where the damping coefficient gradually increase from 0 to a certain value $\gamma_0$ in the interface region. The damping term in Eq. (11) helps suppress the elastic wave propagation in the interface region. This is important for numerical stability of the dynamic coupled model, according to studies in Pavia and Curtin (2015).

### 3. NUMERICAL IMPLEMENTATION OF THE COUPLED CONCURRENT MODEL

The coupled system of continuum-atomistic Eqs. (8), corresponding to quasi-static equilibrated states with varying loads, are solved in an incremental manner using a successive iterative approach with interfacial load balancing. Rather than simultaneous solutions of a fully coupled system, a staggered-iterative solution approach is pursued in this work. The method solves respective problems for each of the domains $\Omega_C$ and $\Omega_A$ in each iteration subject to
the constraint forces and displacements, passed through the interface domain $\Omega_I$. This enables the implementation of appropriate algorithms and solvers for each domain.

MD simulations are carried out by the LAMMPS code (Plimpton, 1995), and FE simulations are conducted crystal elasticity codes developed in the authors’ group. Appropriate interface modules and data structure are used in the integration of these codes. The Message Passing Interface (MPI) is used for distributing processors to perform MD and FE simulations. Prior to passing information between FE and MD computations, the parallel distributed data for global vectors are gathered and processed. This requires allocation of additional memory since either FE processors store atomistic data and/or MD processors store FE data. A driver code is written to control FE and MD processing, as well as information passing.

### 3.1 Setting up the Relaxed Initial Configuration in $\Omega_A$

Prior to the domain partitioning, the atomistic model is initially created for the entire domain, i.e., $\Omega_T = \Omega_C \cup \Omega_A$. For atomistic simulations, the system is set up by placing atoms conforming to the crystallographic lattice configuration. This is followed by energy minimization process under zero-temperature molecular statics conditions to obtain the equilibrium configuration. After the equilibration process, the atoms in the continuum domain $\Omega_C \setminus \Omega_I$ are removed and the finite element mesh is created in $\Omega_C$. In interface region $\Omega_I$, where both atoms and finite element mesh co-exist, the atoms-nodes connection is built by Voronoi tessellation. For domains containing micro-cracks, the interactions between atoms on two sides of the cracks are turned off.

### 3.2 Sequence of Steps in a Time Step

In a time increment from $t$ to $t + \Delta t$ in the quasi-static analysis, let $\Delta U^C$ and $\Delta U^A$ be the converged incremental displacement solutions of the FE nodes in $\Omega_C$ and time-averaged atomic motion in $\Omega_A$ respectively, i.e.,

$$
\begin{align*}
U^C(t + \Delta t) &= U^C(t) + \Delta U^C(t) \in \Omega_C \\
U^A(t + \Delta t) &= U^A(t) + \Delta U^A(t) \in \Omega_A
\end{align*}
$$

The displacement increment $\Delta U^C(t)$ can be further partitioned into a group of displacement increments $\Delta U^{C_i}(t)$ of the interface nodes in $\Omega_{C_i} (\subseteq \Omega_I) = \Omega_C \cap \Omega_A$ and displacement increments $\Delta U^{C_o}(t)$ of all other nodes in $\Omega_{C_o} = \Omega_C \setminus \Omega_I$, i.e.,

$$
\Delta U^C(t) = \begin{cases} 
\Delta U^{C_i}(t) \\
\Delta U^{C_o}(t)
\end{cases}
$$

In the incremental solution process between $t$ and $t + \Delta t$ with equilibrium at the discrete temporal points steps, an incremented external load is typically applied on the external boundary of the coupled system $\partial \Omega_C$. The corresponding discretized equilibrium equations for the continuum system at time $t + \Delta t$ is expressed using Eq. (8a) as

$$
\begin{align*}
\left\{ f_{\text{int}}^C(t + \Delta t) \right\} - \left\{ f_{\text{ext}}^C(t + \Delta t) \right\} + \left\{ \lambda(t + \Delta t) \right\} &= 0
\end{align*}
$$

where $f_{\text{int}}^C$ and $f_{\text{ext}}^C$ are the internal nodal force vectors from the strain energy contributions in $\Omega_{C_o}$ and $\Omega_{C_i}$, $f_{\text{ext}}^C$ and $f_{\text{ext}}^C$ are externally applied load vectors on $\partial \Omega_{C_o}$ and $\partial \Omega_{C_i}$, and $\lambda$ corresponds to the vector of Lagrange multipliers that are associated with displacement constraints in the continuum–atomistic hand-shake region, all at the end of the time step at $(t + \Delta t)$. In an incremental formulation, the vectors are additively decomposed as

$$
\begin{align*}
\left\{ f_{\text{int}}^C(t + \Delta t) \right\} &= \left\{ f_{\text{int}}^C(t) \right\} + \left\{ \Delta f_{\text{int}}^C \right\} \\
\left\{ f_{\text{ext}}^C(t + \Delta t) \right\} &= \left\{ f_{\text{ext}}^C(t) \right\} + \left\{ \Delta f_{\text{ext}}^C \right\} \\
\left\{ \lambda(t + \Delta t) \right\} &= \left\{ \lambda(t) \right\} + \left\{ \Delta \lambda \right\}
\end{align*}
$$
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In every successive iteration step \( k \) of the staggered scheme, the internal nodal forces \( \{ \Delta f^C_{\text{int}} \} \) can be expressed in terms of the infinitesimal displacement vector \( \{ \Delta U^C \} \), by neglecting higher order terms, as

\[
\{ \Delta f^C_{\text{int}} \}^k = \left( \frac{\partial \Delta f^C_{\text{int}}}{\partial \Delta U^C} \right)^{k} \cdot \{ \Delta U^C \}^k = [K^C]^k \{ \Delta U^C \}^k
\]  

(16)

where \( [K^C]^k \) is the secant stiffness matrix in the \( k \)th iteration given as

\[
[K^C]^k = \begin{bmatrix}
K^{C-1\Omega} & K^{C-1\Omega} \\
K^{C-\Omega I} & K^{C-\Omega O}
\end{bmatrix}^k = \begin{bmatrix}
f^C_{\text{int}} / (\Delta U^C) & f^C_{\text{int}} / (\Delta U^C) \\
f^C_{\text{int}} / (\Delta U^C) & f^C_{\text{int}} / (\Delta U^C)
\end{bmatrix}^k
\]  

(17)

With equilibrium condition satisfied at time \( t \), and the assumption that no external load is not applied on the interface boundary \( \partial \Omega_{\text{Cj}} \), the Eq. (14) can be rewritten for the \( k \)th iteration step as

\[
\begin{bmatrix}
K^{C-1\Omega} & K^{C-1\Omega} \\
K^{C-\Omega I} & K^{C-\Omega O}
\end{bmatrix}^k \begin{bmatrix}
\Delta U^C_{\Omega I} \\
\Delta U^C_{\Omega O}
\end{bmatrix}^k - \begin{bmatrix}
0 \\
\Delta U^C_{\Omega O}
\end{bmatrix}^k = \begin{bmatrix}
\{ \Delta \lambda \}^k \\
0
\end{bmatrix}^k
\]  

(18)

In the staggered-iterative solution approach with successive iteration, displacement error for all nodes in the interface is checked for convergence in iteration step. In the \( k \)th iteration, the displacement error tolerance criterion is expressed as

\[
| \{ \Delta U^C_{\Omega I} - \Delta U^A_{\Omega I} \}^k |_{\text{max}} \leq \varepsilon_u
\]  

(19)

where \( | \cdot |_{\text{max}} \) is the maximum norm and the error tolerance \( \varepsilon_u \) is taken as 0.1 Å. \( \Delta U^A_{\Omega I} \) is the time-averaged displacement vector at an interface node calculated from the displacement of atoms \( \Delta U^A \) using Eq. (7), i.e., for each interface node \( \beta \):

\[
\{ \Delta U^A_{\beta} \} = \sum_{p \in G_{\beta}} w_p \cdot \Delta \{ \bar{U}^A \}
\]  

(20)

In the time increment from \( t \) to \( t + \Delta t \), with displacement fields \( \Delta U^C(t) \) and \( \Delta U^A(t) \) known for iteration step \( k \geq 1 \), the search for solution fields in the \( k + 1 \)th iteration step proceeds in the following steps.

1. Displacement increments in \( \Omega_{\text{C}} \): This steps solves the finite element Eqs. (18) for the continuum domain \( \Omega_{\text{C}} \) with known boundary conditions on the external boundary \( \partial \Omega_{\text{C}}^{\text{ext}} \), as well as displacements on the interface nodes in the handshake region \( \Omega_I \). The incremental load (or displacement) on \( \partial \Omega_{\text{C}}^{\text{ext}} \) is held fixed for the time increment \( \Delta t \). Updated nodal displacements in the handshake domain \( \Omega_{\text{Cj}} \) are applied in every iteration step corresponding to the atomic displacements in \( \Omega_{\text{Aj}} \) in the previous iteration as

\[
\{ \Delta U^C_{\Omega I} \}^{k+1} = \{ \Delta U^A_{\Omega I} \}^k
\]  

(21)

Eq. (18) is solved for the displacements \( \{ \Delta U^C_{\Omega O} \}^{k+1} \) and Lagrange multipliers \( \{ \Delta \lambda \}^{k+1} \) using a nonlinear solver like the Newton–Raphson method or the quasi-Newton method.

2. Constraint forces on \( \Omega_{\text{Aj}} \) from \( \Omega_{\text{Cj}} \): With the known vector of Lagrangian multipliers \( \{ \lambda \}^{k+1} = \{ \lambda \}^k + \{ \Delta \lambda \}^{k+1} \) for all interface nodes, constraint forces on atoms in \( \Omega_{\text{Aj}} \) are evaluated using Eq. (9) as

\[
\{ \bar{f}^\text{constraint} \}^{k+1} = \begin{cases}
w_p \{ \bar{\lambda}_p \}^{k+1} & \forall p \in G_{\beta} \in \Omega_{\text{Aj}} \\
0 & \forall p \in \Omega_{\text{A}} \setminus \Omega_{\text{Aj}}
\end{cases}
\]  

(22)

3. MD simulations of domain \( \Omega_{\text{A}} \) with constraint forces: The constraint forces in step II are applied to the atomistic domain \( \Omega_{\text{A}} \) for MD simulations over a time period of the \( T_{\text{A}} = N \Delta t^{md} \) using the velocity Verlet time algorithm (Plimpton, 1995) for integrating Eq. (10). According to Eq. (4), the time-averaged displacement vectors \( \{ \bar{u}^p \}^{k+1} \) are evaluated as

\[
\{ \bar{u}^p \}^{k+1} = \frac{1}{N} \sum_{j=0}^{N-1} u_p(t - j \cdot \Delta t^{md}) \quad \forall p \in \Omega_{\text{A}}
\]  

(23)
4. Transfer displacements from $\Omega_A$ to $\Omega_C$: With the atomic displacements obtained from Eq. (23), $\Delta U_{k+1}^{A}$ is calculated using Eq. (20). This serves as the displacement boundary condition for the finite element interface nodes in the next iteration.

### 3.3 Reducing Stress Fluctuations in the Iterative Process through Sub-Stepping

A drawback of the staggered, successive iterative solution procedure, with a fixed applied load in each increment, is the likelihood of relatively large deviation from the equilibrium configuration in the initial iteration cycles. This effect is demonstrated for an example in Section 3.4 with 40 iterations per loading increment. This corresponds to an upper bound of the total number of iterations $k_{tot}$ within each time step $\Delta t$. The average stress in the atomistic region is plotted with the solid line in Fig. 2. The finite stress jumps are attributed to the stress imbalance. To overcome this drawback, a sub-stepping algorithm is implemented, where the load increment is uniformly distributed over a pre-assessed number of sub-steps in the increment. Each continuum–atomistic iteration is conducted over a sub-step $\Delta_k T_A$ of the total time increment $\Delta t = \sum_k \Delta_k T_A$. $\Delta_k T_A$ incorporates $N$ times steps in the MD simulations, i.e., $N = (\Delta_k T_A)/(\Delta t^{md})$. In this work, $k_{tot}$ is taken as 40 and $\Delta_k T_A$ is taken as 1 ps. This corresponds to $\Delta t = 40$ ps. The sub-stepping algorithm results in the same final stress state as shown with the dashed line in Fig. 2, but with stress fluctuations removed. The original scheme is appropriate for finding equilibrium configuration under static load, the sub-stepping scheme is appropriate for investigating critical events under constant strain rate.

A flow chart of the update process in a time step $\Delta t$ for original scheme is given in Fig. 3. Upon convergence by the criterion (19), the following relations are also satisfied, viz., $\{\Delta U^C\}_{k+1} = \{\Delta U^C\}_k$ and $\{\Delta \bar{U}^A\}_{k+1} = \{\Delta \bar{U}^A\}_k$.

### 3.4 Convergence Rate of the Iterative Solution Process

The convergence rate, indicated by the number of iteration steps needed for the algorithm (given in Section 3.2 and in Fig. 3) to converge, is investigated in this section. A benchmark test is set up to examine the error due to coupling in the analysis domain. The sample geometry used in this test is shown in Fig. 4, but without the center crack. The material properties are also given in Section 5. A bi-axial tensile displacement is applied on the domain surface in the $x$ and $y$ directions, i.e.,

$$
\begin{align*}
 u^1 \big|_{x=\pm L} &= \pm u_0, \\
 u^2 \big|_{y=\pm L} &= \pm u_0
\end{align*}
$$

(24)

**FIG. 2:** Average stress in the atomistic region with and without load smoothing
FIG. 3: Flow chart of the iterative solution algorithm for the concurrently coupled model under finite temperature conditions

Periodic boundary condition is applied in the $z$ direction. Ghost-force correction is implemented in the interface domain $\Omega_I$. For a material with homogeneous properties, the analytical displacement solution for a point at location $(x,y,z)$ is given as

$$(u^1)_{\text{anal}} = u_0 \frac{x}{L}$$
Normalized average displacement errors $E_{u1}^{C/A}$ are, respectively, defined in terms of the square of the difference between the computed and analytical solutions in $\Omega_C$ and $\Omega_A$, respectively, as

$$E_{u1}^{C} = \frac{1}{n_{node}} \sum_{\alpha=1}^{n_{node}} \left( \frac{u_{1\alpha} - (u_{1\alpha})_{analy}}{u_0} \right)^2$$

and

$$E_{u1}^{A} = \frac{1}{n_{atom}} \sum_{p=1}^{n_{atom}} \left( \frac{u_{1p} - (u_{1p})_{analy}}{u_0} \right)^2$$

(25)

where $u_{1\alpha}$, $u_{1p}$ are $x$ direction displacement components computed by the coupled concurrent model for a node $\alpha$ and atom $p$. $(u_{1\alpha})_{analy}$, $(u_{1p})_{analy}$ are the corresponding analytical solutions. The average displacement error with and without the sub-stepping algorithm in both $\Omega_C$ and $\Omega_A$ are plotted with respect to the iteration number in Fig. 5. Without sub-stepping the method uses $k$ successive iteration cycles for convergence. The displacement error is quite large (>20%) at early stages of iteration but converges rapidly to very small error values (<2%) in 10 to 20 iteration cycles. In contrast, the displacement error with sub-stepping is consistently low at nearly $\sim$2.5% for all the steps in the time interval. Though the displacement error with the sub-stepping algorithm is slightly higher than that without sub-stepping, stress fluctuations with the latter are removed due to the absence of the large error in the first several iterations. This improves the overall accuracy of the coupled concurrent model.

### 3.5 Ghost-Force Correction

Ghost forces refer to non-physical forces that arise in atomistic–continuum coupling (Tadmor, 1996). These are observed in most energy-based methods and some force-based methods. Methods of alleviating ghost forces have been proposed in (Badia et al., 2008; Curtin and Miller, 2003; Shenoy et al., 1999; Weinan et al., 2006). In the present paper, ghost forces occur at the boundary of the atomistic model $\Omega_A$ as a consequence of replacing atoms by continuum material in the interface, thus causing an imbalance of surface atoms with their original neighbors. The difference in the calculated forces on surface atoms before and after replacing atoms with the continuum mesh in the relaxed initial configuration, represents the ghost force. This is expressed as

$$f_p^g = \tilde{f}_p - f_p \quad \forall p \in \Omega_A$$

(26)

where $f_p$ is the force on atom $p$ with full atomistic representation and $\tilde{f}_p$ is the force after replacing certain atoms with a continuum mesh. Since the initial configuration is at a minimized energy state and atoms in $\Omega_A$ are far from
boundaries, $f_p = 0$ and $f^g_p = \hat{f}_p$. A correction force $f^c_p$ is thus imposed on atom $p$ as an additional external force to annul ghost forces, given as

$$f^c_p = -f^g_p \forall p \in \Omega_A \quad (27)$$

Studies have shown that while deformation dependent ghost forces may not be completely annihilated for any applied loading, the above procedure generally reduces it to acceptable tolerances. To show the effect of ghost-force correction, the relative displacement error in the atomistic region of the coupled model is shown in Fig. 6, both with and without ghost-force correction. The sample and loading conditions, as well as the definition of the relative displacement error is the same as in Section 3.4. The results show that the ghost-force correction reduces the relative displacement error from about 5% to less than 2%.

4. SELF-CONSISTENT HOMOGENIZED CONSTITUTIVE MODELING USING THE COUPLED CONCURRENT MODEL

The self-consistent method proposed in Budiansky (1965) and Hill (1965), estimates the overall material response by embedding a heterogeneous domain in a large homogeneous material with yet unknown macroscopic properties. Self-consistent homogenization evaluates constitutive relations while equilibrating disparate domains under the constraint of kinematic compatibility. This section discusses the development of a self-consistent constitutive model for an elastic crystalline material containing a crack, by using the coupled concurrent computational model. Self-consistency of the governing equations, requires the stress–strain relations in the continuum media to be consistent with the inter-atomic potential of the discrete atomic domain that exclusively contains the crack. The self-consistent model accounts for non-linearity as well as non-locality of the constitutive relations due the existence of material defect or inhomogeneity. The latter is difficult to achieve with most other conventional models like the quasi-continuum models. While the results presented in this section are for single-crystal nickel represented by the EAM potential (Mishin et al., 1999), the approach here is general and can be applied to different materials of interest.

Non-linearity is expected in the material constitutive relation even in the elastic range, due to the non-harmonic atomic interaction described by the EAM potential. Nonlocal constitutive relations are generally associated with size effects and length scales, that may be related to the material microstructure, defects structure, cracks, or features like atomic interaction.

![FIG. 6: Distribution of relative displacement error in the atomistic region: (a) with ghost-force correction, (b) without ghost-force correction](International Journal for Multiscale Computational Engineering)
In the non-local, non-linear elasticity stress–strain relation, the Cauchy stress can be additively decomposed into two parts as
\[
\sigma_{ij} = \sigma_{ij}^{loc} + \tilde{\sigma}_{ij}
\]
where \(\sigma_{ij}^{loc}\) is the local stress term that is a non-linear function of the strain, and \(\tilde{\sigma}_{ij}\) is the nonlocal term that is assumed to be a function of the strain gradient in this work. These components are developed next.

### 4.1 Non-Linear Elastic Constitutive Relation and Parameter Calibration

The non-linear elasticity model is developed with small strain assumptions from a strain energy density function \(\omega\) that is expressed as a third-order expansion of the infinitesimal strain tensor \(\varepsilon\) as
\[
\omega(\varepsilon) = \frac{1}{2!}c_{ijkl}e_{ij}e_{kl} + \frac{1}{3!}c_{ijklmn}e_{ij}e_{kl}e_{mn}
\]
(29)
The local component of the Cauchy stress in Eq. (28) is given as the derivative of the strain energy density with respect to strain as
\[
\sigma_{ij}^{loc} = \frac{\partial \omega}{\partial e_{ij}} = c_{ijkl}e_{ij} + \frac{1}{2}c_{ijklmn}e_{kl}e_{mn}
\]
(30)
Here \(c_{ijkl}\) and \(c_{ijklmn}\) correspond to the first- and second-order stiffness coefficients, respectively. For cubic pure nickel single crystals, the coefficients are subjected to crystal symmetry group constraints. Using contracted notations in the representation of the tensors, i.e.,
\[
11 \mapsto 1, \quad 22 \mapsto 2, \quad 33 \mapsto 3, \quad 23 \mapsto 4, \quad 31 \mapsto 5, \quad 12 \mapsto 6
\]
the coefficients in Eq. (29) are reduced to only three independent coefficients \(c_{11}, c_{12}, c_{44}\) for the first-order stiffness and six independent coefficients \(c_{111}, c_{112}, c_{123}, c_{144}, c_{166}, c_{456}\) for the second-order stiffness. With \(\varepsilon_4 = \varepsilon_2 + \varepsilon_3\), Eq. (30) becomes
\[
\sigma_1 = c_{11}\varepsilon_1 + c_{12}(\varepsilon_2 + \varepsilon_3) + c_{123}\varepsilon_2\varepsilon_3 + \frac{1}{4}c_{144}\varepsilon_4^2 + \frac{1}{4}c_{166}(\varepsilon_2^2 + \varepsilon_3^2)
\]
\[
\sigma_4 = c_{44}\varepsilon_4 + 2c_{456}\varepsilon_5\varepsilon_6 + c_{144}\varepsilon_1\varepsilon_4 + c_{166}\varepsilon_4(\varepsilon_2 + \varepsilon_3)
\]
(31)
The first three terms correspond to the harmonic part of the EAM potential and the remaining to the non-harmonic part.

Simulations of the specimen in Fig. 4, without the center crack, by the coupled concurrent model are used to obtain the coefficients in Eq. (31). The specimen is subjected to an increasing bi-axial displacement controlled loading, leading to a strain state up to \(\varepsilon_{11} = \varepsilon_{22} = 4.5\%\). The averaged deformation gradients are evaluated for both the MD and continuum models in the interface \(\Omega_I\), denoted as \(F^{A_I}\) and \(F^{C_I}\), respectively. \(F^{C_I}\) is calculated as the volume average over all elements in \(\Omega_{C_I}\), while \(F^{A_I}\) is the average of deformation gradient for all atoms in \(\Omega_{A_I}\). For the small strains in the continuum, the deformation gradient may be expressed in terms of the strain tensor as \(F = I + \varepsilon\), where \(I\) is the identity tensor. The deformation gradient in atomic lattices has been defined in Zimmerman et al. (2009) and implemented in Zhang and Ghosh (2013) using a least-square minimization-based methodology. For a given atomic location \(x^p\) and its \(n\) nearest neighbors in the deformed atomic configuration, a least-square regression analysis solves for a local-averaged deformation gradient tensor \(F^p\) by minimizing each component \(i\) of a residual vector \(B^p_i\), defined as
\[
B^p_i = \sum_{q=1}^n (x^{pq}_i - F^p_{ij}X^{pq}_j)^2
\]
(32)
where \(x^{pq}_i\) is an inter-atomic separation vector in the deformed configuration for the \(p,q\) near-neighbor pair, and \(X^{pq}_j\) is the corresponding vector in the reference configuration, for each atom \(p\). Components of \(F\) in the regression equation are obtained by minimizing \(B^p_i\) i.e., by enforcing the relation
\[
\frac{\partial B^p_i}{\partial F^p_{IM}} = 0 \quad \forall \; i,M
\]
(33)
For a material model that is consistent with the atomistic model, compatibility requirements between atomistic and continuum domains necessitate \( F^A \) and \( F^C \) at the interface \( \Omega_I \). The calibration of the nine stiffness coefficients in Eq. (31) are based on the minimization of the \( L_2 \) norm \( \| F^A - F^C \| \) in the interface region. Calibrated values of the stiffness coefficients are given in Table 1 and compared with values from experiments and ab-initio calculations in Sarma and Reddy (1973) and Mishin et al. (1999).

The calibrated parameters from the coupled concurrent model simulations generally agree with the values given in the references. Deformation gradient components in the atomistic and continuum portions of the interface \( \Omega_I \), i.e., \( F^A_{11}, F^C_{11} \) and \( F^A_{33}, F^C_{33} \), are plotted as functions of the applied displacements in Figs. 7(a) and 7(b) with linear and non-linear elasticity assumptions, respectively. The non-linear elasticity stiffness parameters are from Table 1 with the higher order coefficients to zero for linear elastic simulation. Figure 7(a) shows considerable deviation between the continuum and atomistic results, especially at higher levels of deformation. In contrast, for the non-linear elasticity model, the continuum and atomistic deformation gradient components match even at large deformations. The nonlinear elastic model with quadratic dependence on strains is necessary for consistency with the atomistic model.

### 4.2 Nonlocal Extension of the Nonlinear Elastic Model

The non-local effect is accounted for through the incorporation of gradient elasticity terms in the constitutive relations. The nonlocal component of the Cauchy stress in Eq. (28) may be expressed in terms of the gradients of strain as

\[
\hat{\sigma}_{ij} = d_{ijklm} \varepsilon_{ij,m} + f_{ijklmn} \varepsilon_{ij,nn}
\]  

(34)

where \( d_{ijklm} \) and \( f_{ijklmn} \) are, respectively, the coefficients associated with the first and second gradients of the strain. Studies in Askes and Aifantis (2011), Aifantis (1984), and Maranganti and Sharma (2007) suggest that the

<table>
<thead>
<tr>
<th>Source</th>
<th>( c_{11} )</th>
<th>( c_{12} )</th>
<th>( c_{44} )</th>
<th>( c_{111} )</th>
<th>( c_{112} )</th>
<th>( c_{123} )</th>
<th>( c_{144} )</th>
<th>( c_{166} )</th>
<th>( c_{456} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibrated</td>
<td>244.6</td>
<td>150.8</td>
<td>125.1</td>
<td>-1660</td>
<td>-1220</td>
<td>-250</td>
<td>-130</td>
<td>-510</td>
<td>-65</td>
</tr>
<tr>
<td>Ref. Sarma and Reddy (1973)</td>
<td>251.6</td>
<td>154.4</td>
<td>122.0</td>
<td>-2032</td>
<td>-1043</td>
<td>-220</td>
<td>-138</td>
<td>-910</td>
<td>-70</td>
</tr>
<tr>
<td>Ref. Mishin et al. (1999)</td>
<td>247</td>
<td>148</td>
<td>125</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

**TABLE 1:** Calibrated values of first and second order stiffness coefficients (unit: GPa) and comparison with results in Sarma and Reddy (1973) and Mishin et al. (1999)

![FIG. 7:](image)

FIG. 7: Comparison of the averaged deformation gradient in \( \Omega_I \) by MD and FE simulations with (a) linear and (b) nonlinear elasticity assumptions
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first gradient is commonly neglected in the non-local stress representation. For cubic systems, two characteristic length scale parameters, which correspond to the longitudinal and transverse modes of the [100] direction, define the non-local behavior, viz., \( l_1 = \sqrt{f_{11111}/c_{1111}} \) and \( l_2 = \sqrt{f_{12212}/c_{1212}} \). MD-based studies in Maranganti and Sharma (2007) have evaluated them for copper as \( l_1 = l_2 = 0.5 \) Å, while for aluminum as \( l_1 = 0.9 \) Å and \( l_2 = 0.9 \) Å. In general, continuum models assume a single length-scale parameter \( l \) in the non-local stress expression (Aifantis, 1984; Askes and Aifantis, 2011), written as

\[
\hat{\sigma}_{ij} = l^2 c_{ijmn} \nabla^2 \epsilon_{mn}
\]

(35)

where \( c_{ijmn} \) are the first-order stiffness coefficients given in Eq. (29). The non-local term is the combined effect of an intrinsic material length-scale \( l \) and the local strain gradient that is dependent on topology and loading conditions. Assuming that the K field governs the strain in the vicinity of the crack, i.e.,

\[
\epsilon_{ij}(r, \theta) = \frac{A_{ij}}{\sqrt{r}} B_{ij}(\theta)
\]

(36)

where \( r \) is distance from the tip and \( A_{ij} \) are constants proportional to the stress intensity factor \( K_I \), Eq. (35) yields

\[
\nabla^2 \epsilon_{ij} \propto \frac{1}{r^2} \epsilon_{ij}
\]

(37)

Correspondingly, the ratio \( \hat{\sigma}_{ij}/\sigma_{ij}^{loc} \sim O(l^2/r^2) \). Thus, if the distance of continuum elements from crack tip is \( r \gg l \), nonlocal elasticity may be ignored.

Calibration of the length-scale parameter is done by conducting molecular statics simulation of a single-crystal nickel specimen with a center crack as shown in Fig. 8(a) that is introduced to create a strain-gradient field. The specimen dimensions are \( L_x = L_y = 50 \) nm, \( L_z = 4.224 \) nm, and the crack is of length \( 2a_0 = 20 \) nm in the \( xz \) plane through the \( z \) direction. A biaxial displacement loading is applied in the \( x \) and \( y \) directions on the lateral boundaries, while periodic boundary condition with stress-free conditions are applied on the \( z \)-faces. To evaluate the non-local stresses \( \hat{\sigma}_{ij} \), the virial stress field \( \sigma_{ij} \) and the local stress field \( \sigma_{ij}^{loc} \) are calculated using Eq. (30) and parameters in Table 1. This is followed by evaluating the local deformation gradient and strain fields using Eq. (32). Figure 8(b) plots the stress \( \hat{\sigma}_{22} = \sigma_{ij} - \sigma_{ij}^{loc} \) as a function of \( -c_{22mn} \nabla^2 \epsilon_{mn} \) for atoms in the \( x \) direction in front of crack tip. The calibrated length-scale parameter \( l^2 \) for nickel using the EAM potential, corresponding to the slope of this plot is \( l \approx 0.5 \) Å. This is consistent with values for copper and aluminum.

![FIG. 8](image-url)
In this paper, the crack tip is kept from entering the interface region for numerical stability purposes. With a typical choice of $\sim 5$ nm for the interface width, the distance from any continuum element to the crack tip is larger than $\sim 5$ nm. For these dimensions, the ratio $l^2/r^2 \approx 10^{-4} \ll 1$, which suggests that the non-local effect for the continuum domain in the coupled concurrent model in metallic systems is very small. However, as given in Maranganti and Sharma (2007), for materials such as polymers where long-range forces exist, the nonlocal effect could be several orders of magnitude higher and should not be neglected.

5. CRACK TIP FIELDS IN SINGLE-CRYSTAL NICKEL

The coupled concurrent model is employed to investigate the stress fields in the vicinity of a crack tip that is contained in the atomistic domain $\Omega_A$. Results of the coupled model are compared with those from a purely finite element analysis implementing the continuum non-linear and non-local elastic constitutive relation developed in Section 4. This comparison is used to verify the accuracy of the self-consistent constitutive relation in predicting crack tip fields. The effects of nonlinearity and nonlocality are also explored.

The specimen geometry and loads used for simulations using the coupled concurrent model are shown in Fig. 9(a). The thickness of the domain in the $z$ direction is $L_z = 4.224$ nm. The atomistic domain $\Omega_A$ is a cylinder with a radius $R_A = 32$ nm. The dimensions of the entire coupled model including continuum and atomistic domains $200$ nm $\times$ $200$ nm in the $x$-$y$ plane. The atomistic domain $\Omega_A$ contains about 1.3 million atoms. If the entire domain $\Omega_T$ is modeled as a atomistic domain for a nickel single crystal, it would contain about 15 million atoms with a pure MD model. The interface region $\Omega_I$ has a thickness of 4 nm, i.e., it is an annular ring region with inner and outer radius 28 nm and 32 nm, respectively. The atomistic structure of nickel is face centered cubic (f.c.c.) with lattice constant $3.52 \, \text{Å}$. The orientation is set as $x \rightarrow [100], y \rightarrow [010], z \rightarrow [001]$. A static crack is created in the center of the $xz$-plane with length $2a_0 = 20$ nm as shown in Fig. 4. The crack passes through the $z$ direction. The continuum domain is discretized into about 20,000 four-noded, constant strain tetrahedron elements with 5000 nodes. The finite element model for the pure continuum domain is shown in Fig. 9(b). The specimen dimensions and boundary conditions are the same as for the coupled concurrent model. The entire domain is discretized into about 20,000 constant strain tetrahedron elements. For this problem, the crack is introduced in the FE model by setting the material stiffness to 0.01% of its original value for elements containing the crack. The coupled concurrent model and the pure FE models are shown in Fig. 9.

**FIG. 9:** (a) FE mesh for the continuum domain and the atomistic domain in the coupled concurrent model with a crack, and (b) the FE mesh in the pure continuum model
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In the concurrent model, an initial relaxation process is applied as discussed in Section 3.1. Subsequently, a bi-axial displacement loading is applied on the boundary of continuum domain in the \( x \) and \( y \) directions. Periodic boundary condition with stress-free boundary conditions are applied in the \( z \) direction. The continuum domain uses the non-linear–non-local elasticity relation in Eq. (28) developed in Section 4. It will be shown that the effect of non-local elasticity is negligible in comparison with the non-linearity effects. The temperature of the atomistic domain is set to 1 \( K \) using the Langevin thermostat with the NVE ensemble. For the MD simulations, the time step for integration \( \Delta t^{md} = 2 \) fs, as discussed in Section 3.2. Each sub-step \( \Delta k T_A \) in the continuum–atomistic iteration incorporates \( N = 500 \) times steps, and hence \( \Delta k T_A = 1 \) ps. The applied strain rate is \( 5 \times 10^8 \) s\(^{-1}\).

The displacements applied on the \( x \)-\( y \) boundaries of both models correspond to bi-axial straining of \( \epsilon_{11} = \epsilon_{22} = 3\% \). Furthermore, \( \sigma_{33} = 0 \) on the \( z \) faces. The contour plot of the stress \( \sigma_{22} \) in the coupled model is shown in Fig. 10. In Fig. 11(a), the stress \( \sigma_{22} \) ahead of the crack tip along the crack plane by both models is plotted as a function of the distance from the tip. A comparison analytical solution for isotropic linear elasticity is also shown in this figure. The crack-tip analytical stress is given as

\[
\sigma_{22} = \sigma_0 \frac{r}{\sqrt{r_1 r_2}}
\]  

where \( \sigma_0 \) is the far-field stress and \( r_1, r_2 \), and \( r \) are the distances from the two crack tips and its center, respectively. Figure 11(a) shows good agreement between the coupled concurrent model and the FE model using the constitutive relation of Eq. (28). The FE model using isotropic linear elasticity, as well as the analytical model over-predict the stress value.

Figure 11(b) shows the contributions of the non-linear term [second term in the RHS of Eq. (30)], and the nonlocal term [\( \hat{\sigma}_{ij} \) in Eq. (28)], to the stress \( \sigma_{22} \) evaluated by the continuum FE model. The effect of both non-linear and non-local terms decreases with increasing distance from the crack tip. The contribution of the overall non-linear term is more than 10% near the crack tip and about 3% at larger distances. The stress values are over-predicted in the absence of the non-linear term, especially near the crack tip. The contribution of the non-local term is generally orders of magnitude smaller in comparison with the non-linear term. However as the distance from the crack tip \( r \) approaches the non-local length scale \( l \), the non-local effect, associated with the second gradient of the strain, increases rapidly and becomes non-negligible.

Finally, a comparison of the cost of computational analysis by the full atomistic MD model, the coupled concurrent model, and the full finite element model with the self-consistent constitutive relations is given in Table 2. The

![FIG. 10: Contour plot of the Cauchy stress \( \sigma_{22} \) for (a) the coupled concurrent model, (b) pure FE model with non-linear and non-local elasticity](image)
comparison is made for a specimen with dimensions $L_x = L_y = 200$ nm, $L_z = 4.224$ nm with a center crack. The boundary conditions are similar to that discussed before, but going up to strains $\epsilon_{xx} = \epsilon_{yy} = 3\%$. The results show a significant reduction (by a factor of 7.5) in computational cost from full MD to the coupled continuum–atomistic model and another significant reduction (by a factor of 80) when using the full FE model. A speed-up by a factor of 600 is achieved by going from the full MD to full FE simulations. This shows that the proposed self-consistent multi-scale framework is able to efficiently simulate micro-scale experiments, while accurately keeping track of the material behavior with origins at the atomistic length scale.

6. SUMMARY AND DISCUSSION

This paper has developed a methodology for deriving self-consistent, reduced order constitutive relations of elastic crystalline materials containing atomistic scale cracks by using a concurrent atomistic–continuum computational modeling framework. The resulting constitutive model for cracked materials incorporates both non-linearity and non-locality to account for atomic level interactions and deformation mechanisms especially near crack tips. Atomistic scale simulations are necessary for a physical understanding of the evolution of these mechanisms. As a vehicle for developing the self-consistent model, a concurrent computational framework coupling atomistic and crystalline continuum domains is first accomplished. Atomistic modeling is done using molecular dynamics (MD) using LAMMPS, while the continuum modeling for quasi-static loading is done using a crystal elasticity finite element analysis code. Finite temperature is applied on the atomistic domain using Langevin dynamics for the MD model. The concurrent framework accommodates both physical boundary conditions and atomic resolutions at locations of interest, such as the crack tip. The atomistic–continuum coupling is achieved by enforcing geometric compatibility and force

TABLE 2: Comparison of computational cost of analyzing the specimen using different models in CPU hours

<table>
<thead>
<tr>
<th>Method</th>
<th>MD</th>
<th>Coupled atomistic–continuum</th>
<th>Continuum FE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOF</td>
<td>$1.6 \times 10^7$ atoms</td>
<td>$1.6 \times 10^6$ atoms + $2 \times 10^4$ elements</td>
<td>$2 \times 10^4$ elements</td>
</tr>
<tr>
<td>CPU hours</td>
<td>300</td>
<td>40</td>
<td>0.5</td>
</tr>
</tbody>
</table>

FIG. 11: (a) Stress $\sigma_{22}$ ahead of the crack tip along the crack plane by different models as a function of the distance from the tip; (b) contributions from the nonlinear and nonlocal terms to the stress $\sigma_{22}$ by the FE model.
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equilibrium in a finite-thickness handshake or interface region. A staggered-iterative approach is used to solve the coupled system with optimized parallel implementation using LAMMPS and the FE code.

Non-linearity and non-locality characteristics are incorporated in the elastic constitutive relation to ensure self-consistency of the continuum material description with that at the atomistic level the the MD simulations using potential functions and with explicit crack representation in the concurrent framework. Non-linearity is accounted for through higher-order strain terms, while non-locality is incorporated in the form of strain gradients. The model is calibrated by comparing with results of MD predictions in the concurrent model. For validating the constitutive relation, the crack tip stress field is investigated using both the coupled concurrent model and a finite element model with the non-linear and non-local elastic constitutive law. The effect of non-linearity and non-locality on the crack tip stresses are investigated. The self-consistent model shows excellent agreement and accuracy with the results of the concurrent model. Additionally, an analysis of the computational cost of simulation by the full MD, coupled model, and full FE model shows significantly enhanced efficiency with the self-consistent model. Extension of this coupled model to formulate constitutive models for crack propagation and plasticity is currently underway and will be reported in future publications.
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